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1
AUTOMATIC INSERTION OF VIDEO INTO A
PHOTO STORY

BACKGROUND

Many people like to document events throughout their
day by taking pictures and/or video. Challenges continue to
arise for manufacturers and others in this technical space to
provide users with a robust and desirable experience.

SUMMARY

This Summary is provided to introduce a selection of
concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter.

Various embodiments provide a capture device, e.g., a
camera, that is configured to have multiple capture modes
including an image capture mode and a video capture mode.
The capture device can be set to the image capture mode in
which images or photos are periodically, automatically cap-
tured. Upon detection of a particular event, such as an
audibly detectable event, the capture device automatically
triggers the video capture mode and begins to capture video.
After a period of time, the capture device can transition back
to the image capture mode. Transition to the image capture
mode can occur in various ways, e.g., after passage of a
period of time, after the audibly detectable event terminates
or attenuates, by way of user input and the like. In some
embodiments, the capture device can be embodied as a
wearable camera that is worn by a user.

In at least some embodiments, the collection of images
and video defines a “photo story” that chronicles the user’s
day with both still images and video.

Various other embodiments enable a capture device to
capture at least one high resolution image and generate a low
resolution image based on the high resolution image. Some
embodiments transfer an associated low resolution image
file to a second device prior to transferring the correspond-
ing associated high resolution image file. In some cases, the
low resolution image can be analyzed to determine one or
more properties associated with the low resolution image.
Processing decisions associated with the high resolution
image can then be based on the property or properties of the
low resolution image.

Various other embodiments enable a processing device to
receive at least a first set of images from a capture device.
In some cases, the first set of images is a video clip captured
using a first frame rate over a first duration of time. In some
embodiments, the processing device analyzes the first set of
images to determine one or more properties associated with
the images. Based upon the determined properties, some
embodiments modify and playback the first set of images at
a second frame rate over a second duration of time.

BRIEF DESCRIPTION OF THE DRAWINGS

The detailed description references the accompanying
figures. In the figures, the left-most digit(s) of a reference
number identifies the figure in which the reference number
first appears. The use of the same reference numbers in
different instances in the description and the figures may
indicate similar or identical items.

FIG. 1 illustrates an example operating environment in
accordance with one or more embodiments.
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FIG. 2 illustrates an example capture device in accordance
with one or more embodiments.

FIG. 3 illustrates an example image processor in accor-
dance with one or more embodiments.

FIG. 4 illustrates a front elevational view of an example
capture device in accordance with one or more embodi-
ments.

FIG. 5 illustrates a side elevational view of an example
capture device in accordance with one or more embodi-
ments.

FIG. 6 illustrates a representation of a portion of a photo
story in accordance with one or more embodiments

FIG. 7 is a flow diagram that describes steps in a method
in accordance with one or more embodiments.

FIG. 8 is a flow diagram that describes steps in a method
in accordance with one or more embodiments.

FIG. 9 illustrates an example implementation in accor-
dance with one or more embodiments.

FIG. 10 illustrates an example implementation in accor-
dance with one or more embodiments.

FIG. 11 is a flow diagram that describes steps in a method
in accordance with one or more embodiments.

FIG. 12 illustrates an example implementation in accor-
dance with one or more embodiments.

FIG. 13 illustrates an example implementation in accor-
dance with one or more embodiments.

FIG. 14 illustrates an example implementation in accor-
dance with one or more embodiments.

FIG. 15 illustrates an example implementation in accor-
dance with one or more embodiments

FIG. 16 is a flow diagram that describes steps in a method
in accordance with one or more embodiments.

FIG. 17 is an example device in accordance with one or
more embodiments.

DETAILED DESCRIPTION

Overview

Various embodiments provide a capture device, e.g., a
camera, that is configured to have multiple capture modes
including an image capture mode and a video capture mode.
The capture device can be set to the image capture mode in
which images or photos are periodically, automatically cap-
tured. Upon detection of a particular event, such as an
audibly detectable event, the capture device automatically
triggers the video capture mode and begins to capture video.
After a period of time, the capture device can transition back
to the image capture mode. Transition to the image capture
mode can occur in various ways, e.g., after passage of a
period of time, after the audibly detectable event terminates
or attenuates, by way of user input and the like. In some
embodiments, the capture device can be embodied as a
wearable camera that is worn by a user.

In at least some embodiments, the collection of images
and video defines a “photo story” that chronicles the user’s
day with both still images and video.

Various other embodiments enable a capture device to
capture at least one high resolution image and generate a low
resolution image based on the high resolution image. Among
other things, a high resolution image has additional defini-
tion and/or pixels not present a corresponding low resolution
image. At times, the capture device can connect to a second
device in order to transfer the captured images to the second
device. Some embodiments transfer an associated low reso-
Iution image file to a second device prior to transferring the
corresponding associated high resolution image file. In some
cases, the low resolution image can be analyzed to determine
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one or more properties associated with the low resolution
image. Processing decisions associated with the high reso-
Iution image can then be based on the property or properties
of the low resolution image. Such processing decisions can
include, by way of example and not limitation, playback
decisions, grouping decisions, and the like.

Various other embodiments enable a processing device to
receive at least a first set of images from a capture device.
In some cases, the first set of images is a video clip captured
using a first frame rate over a first duration of time. In some
embodiments, the processing device analyzes the first set of
images to determine one or more properties associated with
the images. Based upon the determined properties, some
embodiments modify and playback the first set of images at
a second frame rate over a second duration of time.

As noted above, in at least some embodiments the capture
device, e.g. the camera, may in some instances be a wearable
camera that is worn by the user. The camera can be worn in
any suitable location. For example, the camera can be worn
on a user’s head such as, by way of example and not
limitation, a hat-mounted camera, glasses-mounted camera,
headband-mounted camera, helmet-mounted camera, and
the like. Alternately or additionally, the camera can be worn
on locations other than the user’s head. For example, the
camera can be configured to be mounted on the user’s
clothing.

Various other embodiments provide a wearable camera
that is mountable on a user’s clothing. The camera is
designed to be unobtrusive and user-friendly insofar as
being mounted away from the user’s face so as not to
interfere with their view. In at least some embodiments, the
camera includes a housing and a clip mounted to the housing
to enable the camera to be clipped onto the user’s clothing.
The camera is designed to be lightweight with its weight
balanced in a manner that is toward the user when clipped
to the user’s clothing.

In the discussion that follows, a section entitled “Example
Environment” describes an example environment in which
the various embodiments can be utilized. Next, a section
entitled “Example Capture Device” describes an example
capture device, e.g., a camera, in accordance with one or
more embodiments. Following this, a section entitled “Duel
Encoding” describes an embodiment in which captured
image data can be dual encoded in accordance with one or
more embodiments. Next, a section entitled “Photo Log”
describes an example photo log in accordance with one or
more embodiments. Following this, a section entitled
“Thumbnail Editing” describes how thumbnails can be used
in editing process accordance with one or more embodi-
ments. Next, a section entitled “Automatically Curating
Video” describes how video can be curated in accordance
with one or more embodiments. Last, a section entitled
“Example Device” describes an example device in accor-
dance with one or more embodiments.

Consider now an example environment in which various
embodiments can be practiced.

Example Environment

FIG. 1 illustrates an example environment 100 in accor-
dance with one or more embodiments. Environment 100
includes a capture device 102 and processing device 104.
Here, capture device 102 is configured to capture images
and/or sound. Capture device 102 can be configured in any
suitable way, such as, by way of example and not of
limitation, a mobile phone, a wearable camera with video
and/or still image capture capabilities, a handheld camera, a
video camera, a tablet, a gaming device, a desktop Personal
Computer (PC), a laptop PC, and so forth. Alternately or
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additionally, capture device 102 can connect and/or com-
munication with external devices, such as processing device
104.

Processing device 104 connects and receives the images
and/or sound captured by capture device 102. Alternately or
additionally, processing device 104 can process and/or
group the images as described below in more detail. As in
the case of capture device 102, processing device 104 can be
any suitable type of computing device, such as a tablet, a
mobile phone, a desktop PC, a laptop PC, server, and so
forth. In some embodiments, processing device 104 has
more processing power (e.g. faster Central Processing Unit
(CPU), additional CPUs, etc.) and/or more memory storage
not included in capture device 102, such that capture device
